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Cenzura w polskim wdrożeniu DSA 
(zmiany w UŚUDE) 
W styczniu 2025 r. – niemal rok temu – Ministerstwo Cyfryzacji opublikowało projekt nowelizacji ustawy o świadczeniu usług drogą elektroniczną. Oprócz przepisów niezbędnych do wdrożenia aktu o usługach cyfrowych (Digital Services Act, DSA) nowelizacja przyznawała Prezesowi Urzędu Komunikacji Elektronicznej kompetencje do blokowania nielegalnych treści w sieci, na co zwraca uwagę w uzasadnieniu weta Prezydent.
Fundacja Panoptykon jako pierwsza informowała o tym, że kompetencje Prezesa UKE w zaprezentowanym projekcie ustawy są zbyt szerokie, że brakuje zabezpieczeń przed ich nadużywaniem i – w konsekwencji – polityczną cenzurą. Nasze komentarze ukazały się m.in. „Dzienniku Gazecie Prawnej”.
Co się zmieniło: czy Prezes UKE ma uprawnienia „cenzorskie”?
Ustawa, która trafiła do podpisu Prezydenta, zawiera szereg zmian, które niwelują to ryzyko.
Po pierwsze, ograniczono przesłanki, na podstawie których Prezes UKE i Przewodniczący Krajowej Rady Radiofonii i Telewizji (w zakresie platform wideo) będą mogli wydawać nakazy usunięcia treści. We wrześniu 2025 r. resort cyfryzacji zaproponował zamknięty katalog 27 przestępstw z kodeksu karnego – tylko czyny zabronione z tego katalogu  mogą być podstawą nałożenia blokady.
Chodzi o treści, których zamieszczanie już teraz jest niezgodne z polskim prawem, np. materiały przedstawiające seksualne wykorzystywanie dzieci, groźby karalne, oszustwa czy revenge porn (całą listę publikujemy dalej).
Nowa ustawa w żaden sposób nie zmienia granic wolności słowa. Już teraz wolność ta nie chroni osób publikujących nielegalne treści. Jeżeli dzisiaj takie treści wiszą w Internecie, to przede wszystkim dlatego, że platformy niezbyt skwapliwie je sprzątają – a nie dlatego, że nie mają takiego obowiązku. 
WAŻNE! W katalogu przestępstw nie ma zniesławienia, znieważenia funkcjonariusza publicznego czy ochrony dóbr osobistych. We wcześniejszej wersji projektu ustawy wdrażającej jednak były i to m.in. z nimi wiązało się największe ryzyko nadużywania uprawnień przez Prezesa UKE (np. do blokowania krytycznych opinii czy niewygodnych wypowiedzi politycznych).
Nie ma też (już) mowy o blokowaniu „dezinformacji” jako takiej – ze względu na nieostry zakres tego pojęcia to też wzbudzało obawy.
Druga wprowadzona zmiana dotyczy kontroli sądów powszechnych nad decyzjami Prezesa UKE. W „pierwszej linii” decyzję będzie podejmował Prezes UKE/Przewodniczący KRRiT. Ale ostatnie słowo w kwestii, czy treść ma zostać zablokowana, czy też pozostać na platformie, będzie de facto należeć do sądów, które mają najlepsze kompetencje do decydowania o granicach swobody wypowiedzi.  Autor lub autorka spornej treści wcale nie będą musieli czekać na zdjęcie blokady latami (aż sąd wyda prawomocny wyrok), bo już samo zaskarżenie decyzji Prezesa UKE lub Przewodniczącego KRRiT do sądu automatycznie wstrzymuje jej wykonanie (czyli blokada nie zostanie nałożona do czasu sądowego rozstrzygnięcia).
Trzecia zmiana wiąże się z dopuszczeniem autora lub autorki spornej treści do udziału w postępowaniu przed Prezesem UKE (Przewodniczącym KRRiT). Po otrzymaniu zawiadomienia o rozpoczęciu procedury będzie mieć dwa dni na przedstawienie swojego stanowiska. Organy będą miały zatem dostęp do argumentów obu stron sporu. W razie niekorzystnej decyzji autor lub autorka treści będzie mogła także złożyć skargę do sądu.
A to nie koniec. W ramach dodatkowych gwarancji m.in.:
· Usunięto „zaufane podmioty sygnalizujące” z katalogu podmiotów, które mogą składać wniosek do Prezesa UKE/Przewodniczącego KRRiT o wydanie nakazu blokowania nielegalnych treści (zob. także „Rola zaufanych podmiotów sygnalizujących niżej”).
· Dodano wymóg niezależności politycznej osób biorących udział w procedurze wydawania nakazów blokowania nielegalnych treści.
· Wprowadzono publiczny rejestr decyzji dotyczących nakazów blokowania nielegalnych treści.
Lista przestępstw, które mogą być podstawą blokady przez Prezesa UKE
Katalog obejmuje 27 przestępstw:
1. stosowanie przemocy lub groźby karalnej ze względu na rasę, pochodzenie narodowe lub etniczne, wyznanie bądź bezwyznaniowość i przynależność polityczną. (art. 119 ustawy Kodeks karny, dalej jako „KK”),
2. przyjęcie zlecenia zabójstwa człowieka w zamian za udzieloną lub obiecaną korzyść majątkową lub osobistą (art. 148a KK),
3. namowa i pomoc w doprowadzeniu do samobójstwa (art. 151 KK),
4. nakłanianie innej osoby do spowodowania u niej ciężkiego uszczerbku na zdrowiu (art. 156a KK),
5. handel ludźmi (art. 189a KK),
6. stosowanie groźby karalnej (art. 190 KK),
7. wykorzystanie wizerunku pokrzywdzonego, tak jakby uczynił to on sam w swoim imieniu, przez co wyrządza jej szkodę majątkową lub osobistą (art. 190a § 2 KK),
8. utrwalanie wizerunku nagiej osoby lub osoby w trakcie czynności seksualnej, używając w tym celu wobec niej przemocy, groźby bezprawnej lub podstępu, albo rozpowszechnianie wizerunku nagiej osoby lub osoby w trakcie czynności seksualnej bez jej zgody (art. 191a § 1 KK),
9. prezentowanie małoletniemu poniżej lat 15 treści pornograficznych albo rozpowszechnianie treści pornograficznych w sposób umożliwiający takiemu małoletniemu zapoznanie się z nimi (art. 200 § 3 KK),
10. prowadzenie reklamy lub promocji działalności polegającej na rozpowszechnianiu treści pornograficznych w sposób umożliwiający zapoznanie się z nimi małoletniemu poniżej lat 15 (art. 200 § 5 KK),
11. nawiązywanie kontaktu z małoletnim poniżej 15 lat, za pośrednictwem systemu teleinformatycznego lub sieci telekomunikacyjnej, w celu popełnienia przestępstwa seksualnego (art. 200a KK),
12. publiczne propagowanie lub pochwalanie zachowań o charakterze pedofilskim (art. 200b KK),
13. publiczne prezentowanie, produkcja, rozpowszechnianie, przechowywanie treści pornograficznych, zwłaszcza z udziałem małoletnich (art. 202 § 1, 3-4c KK),
14. zawiadomienie o nieistniejącym zagrożeniu, wywołującego działania instytucji publicznych (art. 224a KK),
15. publiczne propagowanie totalitarnych ideologii (nazizmu, komunizmu, faszyzmu lub innego ustroju totalitarnego, lub nawoływaniem do nienawiści na tle różnic narodowościowych, etnicznych, rasowych, wyznaniowych albo ze względu na bezwyznaniowość (art. 256 § 1 i 1a KK),
16. produkowanie, utrwalanie lub sprowadzanie, nabywanie, zbywanie, oferowanie, przechowywanie, posiadanie, prezentowanie treści określonych w art. 256 § 1 i 1a, użytej w sposób służący propagowaniu tej treści (art. 256 § 2 KK),
17. publiczne znieważenie grupy ludności albo osoby lub naruszenie nietykalności cielesnej osoby z powodu przynależności narodowej, etnicznej, rasowej, wyznaniowej (art. 257 KK),
18. doprowadzenie do niekorzystnego rozporządzenia mieniem przez wprowadzenie w błąd (art. 286 § 1 i 2 KK),
19. oszustwo komputerowe (art. 287 § 1 KK),
20. naruszenie praw autorskich przez rozpowszechnianie utworów bez zgody autora (art. 116 ustawy o prawie autorskim i prawach pokrewnych),
21. uchylanie się od opodatkowania (art. 54 ustawy Kodeks karny skarbowy, dalej jako „KKS”),
22. oszustwo podatkowe (art. 56 KKS),
23. niewystawienie faktury lub rachunku (art. 62 KKS),
24. sprzedaż bez uprzedniego prawidłowego oznaczenia znakami akcyzy (art. 63a KKS),
25. oszustwo celne (art. 87 KKS),
26. zakaz sprzedaży na odległość wyrobów tytoniowych (art. 12c pkt 5 ustawy o ochronie zdrowia przed następstwami używania tytoniu i wyrobów tytoniowych),
27. podrobiony znak towarowy (art. 305 ustawy Prawo własności przemysłowej).
Kontrowersyjna kategoria: mowa nienawiści
Mowa nienawiści to nie zwykły „hejt”, a tym bardziej (nawet ostra) krytyka. W polskim prawie to bardzo konkretne czyny zabronione opisane w art. 256 i 257 kodeksu karnego. Obejmują skrajne wypowiedzi o podłożu dyskryminacyjnym skierowane przeciwko jasno określonym grupom (narodowym, etnicznym, rasowym, wyznaniowym).
Przepisy zawarte w artykułach 256 i 257 kodeksu karnego nie obejmują wszystkich grup społecznych, np. nie odnoszą się do polityków ani do osób LGBT+.
Krytyka, nawet najsurowsza, skierowana np. wobec migrantów, o ile nie zawiera gróźb śmierci, przemocy seksualnej, nawoływania do eksterminacji ani innych skrajnie agresywnych treści, nie powinna być automatycznie uznawana za mowę nienawiści. Aby doszło do ich złamania, wypowiedź musi przekroczyć określony próg – i to w praktyce dość wysoki (wiele spraw jest umarzanych).
Rola zaufanych podmiotów sygnalizujących
W uzasadnieniu weta Prezydent podkreślał, że w ustawie “ukryto [..] możliwość finansowania tzw. zaufanych sygnalistów (chodzi dokładnie o „zaufane podmioty sygnalizujące” z DSA – przyp. Panoptykon), którzy za publiczne pieniądze mieliby wskazywać nieprawomyślne treści i obywateli, które takie treści wyrażają.” 
To nieporozumienie. Rola zaufanych podmiotów sygnalizujących sprowadza się do zgłaszania platformom nielegalnych treści czyli tych, które są zakazane w polskim lub unijnym prawie, takich jak np. obrazy seksualnego wykorzystywania dzieci, groźby karalne czy oszustwa. Zaufane podmioty nie będą mogły zgłaszać treści (ani tym bardziej „wskazywać nieprawomyślnych obywateli”) które im się subiektywnie nie podobają, ale nie są nielegalne (np. teorii spiskowych). W dodatku ich zgłoszenia nie są dla platform wiążące. To platformy podejmują ostateczną decyzję, czy dany materiał usunąć. Jedyna różnica między podmiotem sygnalizującym a zwykłym użytkownikiem/-czką Internetu, która uzna, że jakaś treść jest nielegalna i nie powinna znaleźć się na platformie polega na tym, że zgłoszenie od takiego podmiotu powinny być rozpatrzone szybciej. Jednocześnie zaufane podmioty sygnalizujące muszą się skrupulatnie rozliczać z jakości swojej pracy (m.in. publikować raporty ze swojej działalności i składać je do koordynatora usług cyfrowych). Jeśli nadużywałyby swojej pozycji, grozi im utrata tego statusu. 
Cenzura w unijnym rozporządzeniu DSA
Regulacja platform internetowych wzbudza emocje przede wszystkich na… największych platformach. Tymczasem to ich działalność wiąże się z największymi wyzwaniami. Chodzi o usługi takie jak najpopularniejsze media społecznościowe, platformy pornograficzne czy e-commerce (Shein, Temu).
Lista wielkich wyszukiwarek i platform dostępna jest na stronie Komisji Europejskiej.
To tych podmiotów dotyczą najdalej idące obowiązki wynikające z DSA. I to one najwięcej zyskują na niewdrażaniu prawa. Ruszyły więc z kampanią podsycającą nieufność wobec regulacji.
Np. firma Alphabet, spółka macierzysta Google utrzymywała niedawno, że DSA zagraża wolności słowa na całym świecie, przywołując ujawnione wcześniej naciski administracji byłego prezydenta USA Joe Bidena na YouTube. Dlaczego działania amerykańskiego prezydenta miałyby być dowodem na złe prawo w Europie?

O Fundacji Panoptykon
Fundacja Panoptykon od ponad 16 lat zajmuje się obroną wolności i prywatności w świecie nowych technologii. Przez lata zwracaliśmy uwagę na cenzorskie zapędy polityków, którzy chcieli blokować strony i aplikacje internetowe.
Panoptykon czynnie uczestniczył na etapie unijnym w pracach nad aktem o usługach cyfrowych, dostarczając niezależne analizy dowodzące szkodliwego działania największych platform internetowych, prowadząc własne badania oraz dzieląc się kulisami prowadzenia sprawy sądowej przeciwko blokadzie organizacji społecznej przez Facebooka.
Jako pierwsi zwróciliśmy uwagę na ryzyka nadmiarowego blokowania treści we wcześniejszym projekcie wdrożenia DSA przygotowanym przez Ministerstwo Cyfryzacji w styczniu 2025 r. Braliśmy udział we wszystkich rundach konsultacji ustawy, która w końcu trafiła na biurko Prezydenta.
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